Some indications and tips for the gradient algorithms
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We can follow the opposite of the gradient to decrease the function f.
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( Slmllarly, we can follow Wf(x to mcreasef

The classical gradient algorithm is

Let x be any point

Whllev >L> “# O
Find Ay, = U’D\MD M J{(LZ, e V()C‘”)

X>0D )

—

[

Point mimm'zing f on theJdirection— \7? ()L)
"N

A~ K

The reduced gradient algorithm and the projected gradient algorithm work the
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The projection is(() in two cases.
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The first case happens when you project the gradient on too many constraints.
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On the second case, the gradient is orthogonal to the intersection

of the constraints.
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Indeed, the gradient of each constraint is orthogonal to that contraint. If the gra
of fis-orthogonal to the intersection of the contraints, then it is-a linear combin:
of the gradients of the contraints.

The sign of >\; is important
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A useless constraint is a constraint you can (temporarily) remove.

==> That constraint make the projection nul

==> |t prevents us to find a better solution

==> The fact that lambda_i is negative means that KKT is not satisfied : there
exists a better solution tocalty.

==> Removing the constraint make the projection not nul, we can then follow
new direction.

How to detect a useless constraint on the drawing ?

==> By trying to (temporarily) remove every constraint one by one.

==> |f projecting on the remaining constraints produces a valid direction (not
violating the removed constraint) then that constraint is useless.

If @ constraint is useless : lambda i <0
otherwise lambda_i >= 0.
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We can now project on (1) to get d1
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D In some way we are stuck, we cannot follow any direction to decrease f
/ this means that KKT is satisfied.
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Now consider that example:
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We can follow some direction to decrease f ==> We are not stuck

~ KKT is not satisfied
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Recall that the removal of a constraint is always temporary.

You must re-add the constraint after the projection is done!
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is locally optimal but that does not point at an optimal solution

following the gradient continuously can force you to make a half-turn)
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